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Executive Summary

The City of Houston began to consolidate its public safety emergency systems in September 2000
when the City Council approved a lease/purchase agreement formalizing the creation of the
Houston Emergency Center (HEC) facility. This consolidation was part of Mayor Brown’s
management improvement initiatives in 1998'. The facility was designed to house the personnel
and some, but not all, of the systems that supported the Houston Police Department (HPD),
Houston Fire Department (HFD), and Emergency Medical Service (EMS) call takers and
dispatchers operations. The Computer Aided Dispatch (CAD) system was one of the systems
located in the HEC facility that supported common and shared call taking and dispatching
operations. The new CAD was acquired through an upgrade to the existing HPD CAD system.
This new system replaced both the HPD and HFD CAD systems and provided interfaces to
external systems including the Greater Harris County 911 emergency network, the mobile data
terminals (MDTs), and HPD Record Management System (RMS).

The CAD has experienced several major outages prior to and since system acceptance. These
outages have led to concerns with the performance of this new system. The City of Houston
executed a contract with The MITRE Corporation to conduct an end-to-end performance and
process assessment of the new system. The scope of The MITRE Corporation effort was to
analyze the performance and processes of the public safety data systems located at the HEC. The
other data and radio systems were not included in the contract. The MITRE Corporation assessed
the following:

e Existing contracts and other documents that defined system performance and whether
these performance requirements were met.

e Technical design of the system and overall end-to-end performance.
e Existing processes that support the system performance.

e Technical solutions and engineering processes that were needed to improve
performance.

The team assessed the report which initially described the new call taker and dispatcher operations
written by Arthur Andersen in 2002. Arthur Andersen was engaged by the City of Houston to
provide a Technology/Management Plan for the new consolidated Houston Emergency Center.
The principal purpose of this engagement was to prepare an organization structure, combining the
related organizations in a unified command concept, and to prepare a budget'. The plan showed
the need for a new system to support the recommended consolidated operations. The decision
was made not to replace all of the voice, data, network and computer systems at once. Instead,
based on budget and other constraints, the decision was made to upgrade the central components,

" Houston Emergency Center Technology Management Plan, 26 March 2002.
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the CAD and RMS. The operations and management of the upgraded system was assigned to the
city organization called the HEC. With the exception of the internal computer network within the
HEC, the other public safety data and voice systems remained under the responsibility of the
departments that operated and maintained them.

In general, MITRE’s team findings focus on two constant themes. First, the public safety system
needs additional resources and staffing to provide end-to-end management, sustainment and
maintenance support. The team noted the high degree of customized code that was needed to
support the identified operations and to provide the capability to interface to the external systems.
The team also recognized many large cities and counties procure customized dispatch systems.
However, customization typically requires long-term funding and resources, which have not been
sufficiently provided for the City of Houston’s public safety system. Second, the overall public
safety system is not operated and maintained as a single homogeneous end-to-end system. HPD,
HFD, HEC, and Information Technology Department (ITD) maintain separate systems that
comprise the overall public safety communications system and departments work together to
resolve critical issues. A homogeneous system would contribute significantly to performance
enhancements.

The MITRE analysis began with the identification of performance requirements. The public
safety system is comprised of the various systems managed by HEC, HPD, HFD and the ITD
shown in Figure 1. There is not a single source document that specifies end-to-end performance
requirements for all of these systems. With the exception of the CAD/RMS system, no formal
requirement document exists for the systems. The majority of them are legacy systems that have
been sustained by the City for a period of years. The HEC is responsible for managing the
agreement with Northrop Grumman for the CAD, RMS, Message Switching System (MSS) and
Storage Area Network (SAN). The MITRE team conducted an in-depth review of the
requirements in the contract between the City of Houston and Northrop Grumman. The analysis
of the contract showed the following:

e The majority of requirements contain: configuration specifications for the
equipment, functional specifications to support call takers and dispatch operations,
and specifications for network interfaces to the various voice, radio, and data legacy
systems.

e The performance requirements primarily apply to the initial system design and to the
acceptance test criteria. Thus, user response, system reliability, system monitoring,
and engineering process requirements do not exist to sufficiently validate the current
CAD/RMS performance against baseline requirements.

e The performance requirements primarily apply to the CAD application performance.
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Figure 1. Public Safety Data and Radio Systems®

The team next evaluated the architecture and design of the current system. The evaluation
showed that the systems’ design reflects the requirements within the agreement between the City
of Houston and Northrop Grumman as well as the current legacy systems architectures, the
upgraded CAD/RMS, and SBC network. The team first assessed whether the failure of any
equipment could lead to an outage that would prevent a large number of users from being able to
access and use the system, referred to as a single point of failure. Several single points of failure
were identified and analyzed. Where appropriate, technology or process changes were
recommended to reduce the risk of outages due to failure of the equipment or system.

The team analyzed the architecture and design to identify equipment that may be at the end of its
life. End of life means replacement parts cannot be obtained or the vendor has stated that the
equipment will no longer be supported. The team identified equipment and software at its end of

? Drawing provided by HEC.
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life that needed to be replaced. The team analyzed the security posture of the system by reviewing
the security assessment conducted by Strategic Network Consulting (SNC) and assessing security

vulnerabilities based on configuration information.
“ A

back-up capability does exist to support call taking and dispatching voice and paper operations at
another location. A concept of operations describes the planned operations and it identifies the
need for data access to data resources.

After gaining an understanding of the requirements and the architecture, the MITRE team
analyzed the performance of the system. The analysis included:

e [Evaluation of the times that the system failed (i.e., outages).
e Determination of the system availability and reliability.
e Analysis of user and data performance.

The MITRE team was provided detailed summaries of the outages to the CAD that occurred
prior to and after acceptance of the system. Outage was defined as the public safety dispatch
system becoming unavailable to the majority of call takers and dispatchers. It did not
include failures in the radio system. Ten of these outages occurred prior to acceptance and
seven occurred after. The team noted that the frequency of the outages has decreased but
that the time period of recovery of the outages increased. The analysis showed that the
outages occurred for various reasons including equipment failure and human error. Further,
the analysis showed that some incidents did not start from CAD directly, but they still
caused CAD to be unavailable for operational use. The team recommended the following to
prevent future outages:

e Elimination of major single points of failure.
e Expand system monitoring to identify and correct potential problems
e Increase staff skill base and training.

MITRE assessed the system availability and reliability of the HEC portions of the public
safety system using the system outage data. The analysis calculated the system availability
for the end-to-end system and the major subsystems, CAD, RMS, MSS, and SANs. The
calculations showed that the system availability is approximately 99.7 while the CAD
availability is higher at 99.8. Of the major systems, the SAN appears to have the highest rate
of failure. The team provided suggestions for enhancing the overall and subsystems
availability through better isolation of the CAD from other subsystems and component
failures as well as improving the stability of the SANs. The team next calculated the daily
availability figures for the major subsystems. This calculation showed that on seven days
since system acceptance the availability has been less than 100%. Further, on three days the
system was less than 80% available. The team recommends that a risk mitigation strategy be



developed to minimize system failures that can cause daily outages below the expected 99.9
threshold. The team recommends that the strategy include both equipment upgrades, such as
disaster recovery, and process improvements. Finally, the team recommends that the
availability of all major systems meet or exceed 99.99. Some systems such as the HPD RMS
and the telephone switch exceed this statistics availability number.

The MITRE team attempted to assess the user and data performance in a variety of ways. The
team measured end-to-end and subsystems performance using performance monitoring tools.
These tools were limited to only a temporary snapshot of data performance of call takers and
dispatchers transactions. MITRE also interviewed users and reviewed performance data provided
by Northrop Grumman. The interviewees stated general satisfaction with the system performance
but noted that at times performance was perceived as slow. The performance data could not be
used to back up these concerns because the data was based on a monthly time period as opposed
to an hourly or shorter time period. MITRE recommends that system monitoring, focused on the
application layer, be performed on a more frequent basis and that feedback from users on
performance be captured through formal processes.

The MITRE team assessed the processes that currently exist or are needed to support the system
performance. The team noted that city-wide engineering processes are fragmented and not
consistent among all departments. The HEC has adopted informal processes for problem
resolution and system enhancement which support the public safety data system. However, these
processes were not documented. The team identified the need for the City of Houston to
implement city-wide risk management and configuration management processes for the public
safety system. These processes will ensure a balance in addressing the technical performance,
budget requirements, and enhancements to the public safety system.

The MITRE team recommendations were then structured to support the overall assessment. The
first group of recommendations were drafted to identify solutions to reduce the number and risk of
major outages that have been experienced in the past. These actions include:

e Establish staff positions responsible for end-to-end system management and
integration of the public safety data and radio system.
¢ Eliminate single points of failure and establish effective automatic fail over.

¢ Increase system maintenance scope and time periods to provide a tiered 7x24 support
team (technicians and public safety system help desk).

e Enhance HEC system performance monitoring and analysis.

»  Enhance security | NN

e Document current processes and incorporate formal configuration management and
risk management processes.
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The next recommendations were intended to identify how the general system performance can be
improved. They include:

Measure and monitor the system’s end-to-end availability.
Develop end-to-end performance monitoring and analysis.

Replace obsolete equipment and software. Establish a tighter control and tracking of
equipment and software expected life through a formal configuration management
process. At a minimum, the equipment identified as end-of-life in this report should
be replaced.

Enhance testing capabilities and processes.

Identify and measure user and system performance statistics.

The last recommendations are those that are needed to support the system throughout its
operational and sustainment life.

Determine appropriate Contractor and City of Houston system operations and
sustainment model.

Develop end-to-end public safety strategic plan, architecture, and roadmaps.
Incorporate disaster recovery system and processes.

Develop a strategy to decrease application customization.
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1 Introduction

1.1 Background

The City of Houston public safety mission was served by separate and distinct public safety
systems. PRC (hereinafter referred to as Northrop Grumman) installed the system used for police
dispatching in 1987. The Fire Department dispatch and records management systems were
developed in-house in 1985. The systems operated by these departments reached the end of their
operations and sustainment life, and the City of Houston began to combine the public safety call
taking and dispatching operations into a single facility. In September 2000, the City Council
approved a lease/purchase agreement formalizing the creation of the Houston Emergency Center
(HEC) at 5320 North Shepard. This facility housed the personnel and some, but not all, of the
public safety system that supported the Houston Police Department (HPD), Houston Fire
Department (HFD), and Emergency Medical Service (EMS) operations.

Northrop Grumman was contracted to upgrade the existing Police dispatch system and to expand

the system to support integrated Fire/EMS dispatch and records management. The City of
Houston also created a new organization, called the HEC,

During the acceptance test period and since its acceptance, the public safety data system
encountered technical problems that resulted in several system outages. Outages means the data
system is unavailable to a majority of call takers and dispatchers. These outages led to concerns

by the City of Houston and the general public on the reliability and performance of the upgraded
system.

The MITRE Corporation was requested to conduct an end-to-end performance and process
analysis of the public safety data system located at the HEC to address the following questions:

e Does the system perform in accordance with the agreement established between the
City of Houston and Northrop Grumman?

e How can the system performance be improved?

e What processes can be implemented to improve performance?

e How does the system design and operations compare to other cities and counties with
consolidated operations?

1.2 Houston Departments Roles

Several City of Houston departments, other organizations, and contractors operate and maintain
the public safety system. The City of Houston departments include the HPD, HFD and ITD as

well as the HEC organization. The other organizations include Greater Harris County 9-1-1
Emergency Network.
The description

of the systems that the City of Houston, other organizations, and contractors operate, manage, or
maintain are described in Section 3-2.
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1.3 Purpose

The purpose of this analysis is to conduct an end-to-end performance and process assessment of
the public safety data system located at the HEC.

1.4 Approach

The scope of The MITRE Corporation effort specifically encompassed the operational
performance, processes, and architecture of the public safety data system; with primary focus on
the design, acquisition, use and maintenance of the data systems located at the HEC. The public
safety system includes data and radio systems that are external to the HEC and part of other
departments within the City of Houston and Greater Harris County.

The analysis provided by MITRE followed the critical thread of performance to and from the
HEC systems to the extent the external system status appeared to warrant further investigation and
to the degree that information could be obtained. The detailed analysis focused on assessing
performance and enhancements for the HEC systems. In addition, process and general system
engineering performance assessments were conducted that are applicable to all portions of the
public safety system. Thus, the analysis produced recommendations that extend to areas outside
of the strict technical boundaries of the HEC and its component systems.

The MITRE team conducted the assessment through the review of documents and data listed in
Appendix A; interviews of City of Houston, Greater Harris County, and Northrop Grumman staff;
and by gathering performance data from the system. This process permitted the team to gather
information that was indirectly and directly related to the performance assessment. The focus of
the assessment was to identify alternatives and solutions to improve the performance of the
system.

The team also contacted and gathered information from other cities and counties regarding the
procurement, operations, and maintenance of their public safety systems. This information is
contained within the analysis and served to validate the findings and recommendations. The City
of Chicago provided data and information that was considered the most pertinent to the City of
Houston’s current environment. MITRE recommends that the City of Houston continue
communications with the City of Chicago to share lessons learned.
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2 Performance Requirements Analysis

2.1 Strategic Vision

The Arthur Andersen report titled “Houston Emergency Center Technology Management Plan”
establishes a documented framework for the strategic vision of the HEC consolidated operations.
The report focused on establishing a new organization structure, the budget necessary to initially
support the organization, and consolidation of Neutral 911, HPD, and HFD/EMS call taking and
dispatching operations. Figure 2-1 shows the key functions that the MITRE team believes are
critical to the achievement of the strategic vision.

/’

NEW
ORGANIZATION

Technology NEW
Management Plan < FACILITIES

NEW
SYSTEMS

N

Figure 2-1. Strategic Vision

The report identified the following as the major benefits of the consolidation initiative:

Break the current space barriers that exist between the different emergency offerings.

Allow for open communications between the different emergency services.

Increase overall visibility and understanding of all emergency service processes.

Upgrade and standardize the technology supporting of the 911 system and reduce

maintenance and support costs.

e Replace antiquated and crowded facilities with a state-of-the-art emergency
communications center.

e Realize increased efficiencies by eliminating the three tiered system of 911 call

taking/dispatching by consolidating the 911 neutral call takers with those in police

and fire and eliminating numerous positions.
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e Provide more effective emergency management through closer proximity and
communication with the call center receiving citizen emergency service requests.

e Improve public safety through better and more timely response to emergency
situations.

The Andersen report defined a clear business strategy and approach for the City of Houston’s
public safety system. While there appears to be high-level agreement and understanding
between the various stakeholders (Mayor’s Office, HPD, HFD, and HEC) involved in
Houston’s public safety service, there is not a clear end-to-end alignment of the public safety
system across all of these organizations in regards to the implementation of the Andersen
report business strategy.

2.2 Performance Requirements

The identification of documented performance requirements was the first task undertaken by
the MITRE team to conduct the assessment. Specifically, MITRE requested request for
proposals (RFPs) and other requirements documents for each of the major systems that
comprise the public safety system. The only requirement document identified in response to
this request was the contract between Northrop Grumman and the City of Houston for the
CAD and RMS.

There 1s not a single source document that specifies end-to-end performance requirements for all
of the public safety data and radio systems. With the exception of the CAD, RMS, MSS, and
SAN, no formal requirement document exists for the other systems. The majority of them are
legacy systems that have been sustained by the City for a period of years. The HEC is responsible
for managing the agreement with Northrop Grumman. The MITRE team conducted an in-depth
review of the requirements in the contract between the City of Houston and Northrop Grumman.

2.3 City of Houston Scope of Services

Based on staff interviews and review of the contract, the intent of the agreement between the City
of Houston and Northrop Grumman was to identify specific system requirements were needed for
the upgrade at the existing police CAD system to the new system. Therefore, the scope of service
was drafted to specify the following: the preferred hardware configuration, functional
requirements to support 911, HPD, and HFD operations, and specifications, to deliver interfaces
to the legacy systems. The City of Houston also decided to pursue a sole source agreement with
Northrop Grumman as opposed to releasing an RFP for a new system. The MITRE team did not
assess the reasons for this decision but noted that it did impact how the requirements in the scope
of services were written; i.e., the requirements were written for a known system, Altaris®.

The MITRE team initially reviewed the requirements individually to determine if they were
adequate service level requirements and to identify which of them were performance based
requirements. The analysis then focused on the performance based requirements to determine
how they impact the current operations and performance of the overall system. These results are
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documented in the report “Service Level Agreement Review and Assessment for The City of
Houston, Texas , prepared by L. Robert Kimball and Associates.

The requirements in the “Scope of Services for the Houston Public Safety Dispatch System”
address the delivery, testing, and maintenance of the hardware, software, application of the CAD,
RMS, MSS and SAN. Application customization was needed by Northrop Grumman to meet the
requirements in the scope of services for two major reasons: first, the separate and distinct
operations of the HPD and HFD call takers and dispatching functions; and second, to develop and
maintain the external interfaces to all of the other systems that were not being upgraded in
sequence with the CAD and RMS.

The team recognized the need for the customization but noted the following long-term concerns.
First, customizing of any system leads to increased maintenance and support costs for several
reasons: the vendor’s ability to leverage its resources when problems or changes become more
difficult and the customized solution is further away from the vendor’s base offering which
impacts the degree of testing and training that must be maintained to support continual
customization. Therefore, the City of Houston needs additional resources to support changes
made to the baseline and to maintain the customized code. Further, the City needs a strategy that
analyzes the need for and provides out year costs for continual system operations and support.

Sections 2 and 4, “CAD Upgrade Services” and “Workstation Requirements,” have an impact on
the current system performance. These sections specify the equipment requirements. These
requirements do not specify who is responsible for upgrading the equipment nor the process for
these changes to occur. This is not a major problem because the City of Houston and Northrop
Grumman, through practice, will and has used change orders for equipment upgrades. The
warranty for the equipment is also specified in this section. The warranty requires support during
business days and allows for a four-hour response time. Because of the criticality of some
hardware components, the MITRE team recommends that the warranty period be changed to 7
days a week and 24 hours a day (7x24) for major components and systems.

In Section 3, “Functional Requirements,” the City requested software modifications and
customizations. As noted in comments above, software customization is needed to meet these
requirements. This customization will support the HPD and HFD operations. It also supports the
following existing systems that the CAD is required to interface with: HPD RMS, HPD and HFD

_, HFD Alerting and Paging, and Il

Sections 5, 6, 7, 8, and 9 identify database conversion requirements and provide details for
external interfaces. These requirements provide a good measure for monitoring current and future
conversion and interface requirements.

Section 10, “Application Development Tools,” the MITRE team was not clear in reviewing this
section on its original intent. Based on feedback from interviews, this section was included to
allow the City of Houston to provide city maintenance programming services, as had been done
previously on the prior HPD and HFD systems. This section provides options for continual
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maintenance of the system by City of Houston staff if needed. During interviews and review of
processes, the team was not clear on whether the City of Houston and Northrop Grumman
actually intends for the City or the contractor to maintain and monitor the system.

Section 14, “Maintenance and Technical Support,” system availability of 99.9% is specified. This
requirement is not usually acceptable for a high availability system solution. Usually 99.99% is
the acceptable industry standard for “High Availability” and 99.999% for “Fault Tolerant”
mission critical systems. This section also limits availability requirements to the CAD and RMS
applications. While not a part of this contract, the availability requirements for hardware and
other systems not included in the scope of services should be included in future change orders or
other contracts.

In Section 15, “Installation, Testing and Acceptance,” performance requirements regarding the
system availability, transaction performance, system failover, and testing are contained. These
requirements provided a level of detail for transaction performance that is not contained in other
sections of the scope of services, i.e., they may only be applicable to the acceptance testing. Thus,
the MITRE team could not determine if these requirements apply to the post-acceptance period
and, therefore, recommends measures be specified for the current system to establish the expected
baseline for the system performance.
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3 Architecture
3.1 Old System

Figure 3-1 shows the architecture for the systems supporting call takers and dispatchers prior to
the new public safety system. As shown in Figure 3-1, each department operated and maintained
their own system.

Process/Operation Systems/Application
9-1-1 (601 SAWYER)

telephone switch provided by Greater
9-1-1 Call VESTA Harris County
Taking
FIRE/EMS (33 PRESTON) home microwave-
A 4 Bull CAD | &rown MAST based
6 FTE to technologies
Fire/EMS support
10 Digit : B Fire/EMS radio
Call Jaking i RMS Motorola communications
data
POLICE (61 RIESNER) PRC mobile
A 4 MacroCAD | solution Mobile data '
customized terminal
Police
10 Digit »  Poli .
CallTaking | | RMS Orbacom | Tt
communications

Figure 3-1. Old Public Safety System Architecture

3.2 Current System

The current City of Houston public safety system is comprised of different organizations’
systems. The MITRE analysis focused on the architecture and design as it currently exists.
During the assessment, the team noted that the HEC and other departments are in the process of
making improvements or have identified upgrades that are needed but these planned changes are
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not included in this assessment. Figure 3-2 highlights the current end-to-end systems that
contribute or interface to the public safety system.

Figure 3-2. [N

The key systems comprising the City of Houston Public Safety System are identified in Tables 3-
1, 3-2, and 3-3.
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While the CAD system is the core system used by the call takers and dispatchers, there are many
other systems (applications) required to be available and functioning in an optimal manner in
order to efficiently and effectively enable communications between the call takers, dispatchers,
and HPD/HFD response personnel when responding to 911 emergency incidents.

Other key components comprising the City of Houston’s public safety system are shown in Table

3-2:
Table 3-2. I

*

LI

LENREERL
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The above list highlights those device components also required to be operational in order for all
data to be successfully transmitted to and from the CAD system. In the event that any one of the
above device components is not properly functioning, back-up procedures are activated in order
for HPD/HFD emergency response personnel to continue responding to 911 emergency incidents.

Table 3-3:

Table 3-3. I
L

| 2 2020=
=
-
| =

The Tables depict the various groups involved in the end-to-end delivery of the HEC IT portfolio.
Figure 3-1 illustrates the complexity of the operations and support for the public safety system.
Root cause analysis of a perceived system problem may require multiple organizations to become
involved in order to validate and verify that their particular scope of supported component is not
the root cause of the problem or issue being experienced. Finally, outages to the system may be
prolonged due to differences in service levels from the various groups identified below. While
some groups and organizations provide 7x24 support for their components, other groups are only
responsible for delivering support during regular business hours Monday through Friday.

As is the case with the device components and subsystems, public safety system performance may
become degraded or unavailable to all or portions of the public safety system users when any of
the above systems are not properly functioning. While back-up/contingency processes and
procedures are instantly activated in order to eliminate disruptions to 911 emergency operations,
unavailability of any of these components may have a performance impact to the CAD system.



The architecture was evaluated for possible single points of failure. This analysis primarily
focused on the CAD, RMS, MSS, SAN, and network and did not address the possible failure
of the radio, EAS, or PBX systems. For purposes of this assessment, single point failure
analysis explored the impact of the majority of users being denied access to computer
resources necessary to carrying out their mission. Based on the design of the HEC
infrastructure, key systems such as CAD and RMS have been redundantly maintained

In addition, alternative systems to support voice via radio
interface can function without the need for CAD or RMS and still permit the dispatch of
resources (while somewhat less efficient than if CAD were available). Therefore, if CAD
were to shut down, the ability to use Orbacom in conjunction with the call taking front end
still permits the emergency dispatch function to occur. The following is a list of potential
single points of failure that should be further studied and remedied:

Data Interfacing to MDT and RMS-HPD system from/to CAD.

e SAN Architecture.
e Integrated Database — Integrating CAD and RMS-Fire.

- I
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3.2.2 RMS-HPD System From/To CAD

The next single point of failure addresses loss of services within 61 Riesner even when network
services are available. While the CAD at HEC has a redundant design for both Fire/EMS and
HPD, HEC only supports a redundantly configured RMS for Fire/EMS. A corresponding RMS-
HPD exists at 61 Riesner that is not redundantly configured — implying a server failure (RMS-
HPD) will result in down time with no failover option (as exists for the RMS-Fire/EMS at HEC).



The team was concerned that a past CAD outage resulted in problems at RMS-HPD || | I
causing CAD to “hang” due to large queue backlogs that were unanswered. This problem has
been resolved through upgrades to memory and processor functions.

3.2.3 Storage Area Network Architecture

The primary disk storage supporting the ||| | | | | ENEEEE s designed to support a high
degree of redundancy from a RAID design as well as provide mirror imaging to another system

(connected via a SAN) that could be used for recovery in the event of catastrophic failure of the
primary RAID system. However, the implementation of the storage environment does not
provide for real-time dynamic failover (it was neither specified in any requirements nor tested
during acceptance). The intent of the components that are used in the design is primarily for
disaster recove

In the event the primary RAID fails, the secondary system (which is basically a
mirror image of the primary) is “resurrected” and becomes the primary system (until manually
switched back to the backup role). This resurrection process is manual and can take many
minutes depending on the disk configuration.

Network storage systems do exist that can provide real
time dynamic failover but the current implementation does not provide that level of support.

3.2.4 Integrated Database — Integrating CAD and RMS-Fire

The database failover capability is primarily oriented at ensuring that when the primary system
fails the system fails over to the backup system. This capability supports redundancy but does not
adequately address other critical areas that need to be planned for to prevent database failures
from causing outages. As noted in the review of the outages, one or more of the longer outages
related to human error associated with the CAD/RMS databases. While disk mirroring can
protect against catastrophic equipment failure, human error that erases the database is instantly
“mirrored” to the backup disks. At that point, reconstruction of some type will be necessary to
have an operational system. The best protection against this type of failure is to prevent it through
better process management (configuration control practices). Other database improved
performance measures can include:

e Database management tools exist that can create checkpoint rollbacks for certain types of
transactions.

e Database replication with properly configured delays to remedy human error.



e Other database tools that can analyze the impact of a change prior to that change. Further
analysis would need to be conducted to determine the best tools and techniques to mitigate
this type of potential failure.

—

The team also noted that the current database version used in the system is Oracle 8. Oracle 8 is
not fully supported by Oracle Corporation. Several security vulnerabilities have been identified
with Oracle 8 and patches are not being provided to remedy these vulnerabilities. Oracle 9i can
improve the reliability, security, maintainability, and performance of the system. For example,
Oracle Real Application Cluster (RAC) is provided with Oracle 91 and it has distinct advantages
over Oracle Parallel Server (OPS) used by Oracle 8.

RAC, introduced with Oracle 91, is an advanced version of OPS with many additional self-tuning,
management, and data warehousing features.

Oracle 91 introduced many new features to help the database administrator such as the ability to
change database configuration "on the fly," enhanced availability, automatic performance and
configuration tuning, and enhanced manageability. Given the nature of how past database
administrator activities have led to system outages, the additional functionality reduces the risk of
making a wrong decision that impacts the overall operations.

3.3 Systems Operations and Support

The public safety operations includes call takers from HEC, and dispatchers from the Houston
Fire Department and the Houston Police Department. The primary roles are:

e Neutral 911 Call Taker

e HEC Call Taker (Fire/EMS)

e HFD Dispatcher

e HEC Call Taker (Police)

e HPD Dispatcher

e Supervisor HEC Call takers (Fire/EMS)
e Supervisor HEC Call takers (Police)

e Supervisor HPD Dispatch

e Supervisor HFD Dispatch

Appendix B provides a description of the call takers and dispatchers functions and how they
operate the system.
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4 Performance Analysis

This section analyzes the performance of the public safety data system. The analysis includes
investigation of past records, interview results, and recently captured data traffic to determine
whether the system performs in accordance with the scope of services and if it meets normal
service level requirements. The analysis also assesses on other factors which provide past and
current measurements of success performance. Specifically, this section discusses the following:

e Analysis of system outages that occurred from the period September 2003 through
December 2004.

e [Estimates of operational and inherent availability.
e Workload statistics.

e Scope of services performance analysis.

e Reliability assessment.

e Network configuration analysis.

e System performance monitoring.

4.1 Analysis of Outages and Errors

The scope of incidents considered in this report is based on the “HEC Outage Status™ Excel
spreadsheet and the “CAD System Availability From September 23, 2003, through December 16,
2004.” The outages documented in the spreadsheet caused system-wide downtimes. Downtime
is defined as a period of time when the system was unavailable to the call takers and dispatchers).”
In all but two outage incidents,” the system was completely at the down state, and all users had to
use some other means to get their jobs done. Isolated problems are identified in another report
called the Software Incident Report Tracking (SIRT) and are analyzed separately.

The total assessment period for the HEC availability covers from September 23, 2003, 04:00,
when the live operation of the upgraded system commenced, till January 31, 2005, 23:59. The
upgraded system was accepted on January 2, 2004. In Section 4.2, two sets of availability
calculations are provided, one for the total assessment period starting from the live operation
commencement date, and the other for the shorter assessment period starting from the acceptance
date.

3 See Section J of Scope of Services: CAD & RMS Acceptance Test Plans, Page 11.

* For two outages CAD was able to operate partially. But, during these two incidents, either
new logons could not be established or new emergency events could not be recorded. For
incident # B10, all systems eventually had to be shut down.
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Seventeen outages have occurred since the system went live. Table 4-1 shows a short summary of
these outages. Ten of them occurred before system acceptance in a period less than 3 2 months,
and are labeled B1 through B10. After the acceptance, the frequency of outages has been
significantly reduced, with only seven outages occurring over a period of almost 12 months, but
their recovery times were generally longer. These outages are labeled A1 through A7. Each
downtime period of an outage consisted of corrective downtime, preventive downtime, and/or
delay time (for lack of logistic or administrative support). The last two outages were scheduled
repairs and hence considered as preventive downtimes.

Table 4-1. HEC System Qutages

[ [ ~
z g E JEE_ 'ié.é,g,\ £ o S
E A 2 e 8 S8 £89 A | & S ]2
(System went live and the acceptance test period started on 23 Sep 2003. This period had 10 outages: B1 — B10.)
B1 9/24/2003 ? 0.23 0.23 Incompatible The down CAD
software time was
upgrade (for caused by an
MDC sign-on) attempt by
and human Northrop
error Grumman to
install a
software
upgrade
relating to
MDC unit
sign-on
B2 9/30/2003 16:00| 0.08 0.08 Software bug CAD
B3 10/2/2003 21:50( 0.28 0.28 External Root cause CAD and
interface and was a SNA
human error network gateway @
problem at 61 Riesner
Riesner. The
network

problem was

diagnosed to
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be caused by

the backup

SNA gateway

computer

B4 10/8/2003 21:58( 0.45 0.45 Software bug CAD
(system
deadlock)

B5S 11/5/2003 12:15] 0.25 0.25 Software and Root cause CAD and
client-server was a workstation
communication network @ Riesner

problem at 61
Riesner

B6 11/7/2003 17:21] 0.12 0.12 Software and Root cause CAD and
client-server was a workstation
communication network @ Riesner

problem at 61
Riesner

B7 11/10/2003 0.62 0.62 Software bug CAD
(archive
logging)

B8 11/16/2003 | 22:08| 0.25 0.25 Hardware CAD
failure (memory
module)

B9 11/28/2003 | 8:30 | 4.38 4.38 Software bug RMS and
(database lock) CAD
and procedure
error

B10 12/3/2003 14:05] 0.98 0.98 Hardware RMS and
failure (RMS CAD
memory

module) and
software bug
(database lock
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(System was accepted on 1/2/2004)
Al 4/10/2004 0:30 |3.18 2.18 1.00 | Database Problems CAD
configuration with
mistake and expansion of
human error the data table
(Northrop
Grumman
DBA)
A2 4/25/2004 16:26| 0.90 0.90 Software bug CAD
(memory leak)
A3 5/10/2004 15:10] 12.00 12.00 Human error Programmer CAD
(system admin issued a
to backup command at
database) the Operating
System
(UNIX
TRU64) level
that caused
the problem
A4 8/8/2004 12:10| 5.00 5.00 Hardware Error on the SAN
failure (SAN HP technician
disk array part on
controller) and loading a
human error previous
(HP) version of the
firmware
A5 12/1/2004 7:30 | 8.00 8.00 Hardware Bad disk SAN
failure (SAN controller
disk array

controller) and
human error
(HP)
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Incident #

Date

Start Time

Corrective
downtime
(hours)
Preventive
downtime
(hours)

Total Time
(hours)

Delay time
(hours)

Problem

Cause

Device

(Location)

>
a

12/7/2004

-~

2.75

I
9
oy

Hardware
replacement
(SAN disk array

controller)

SAN

A7

12/14/2004

2.42 242

Hardware
replacement
(SAN CPU and

cache modules)

SAN

The counts of incidents by problem type are listed in Table 4-2. Table 4-2 shows that some
incidents had multiple types of problems.

A more detailed classification of incident types can be found in Table 4-3.

Table 4-2. Counts of Incidents by Problem Type

Problem Type Count
Software 9
Human or procedure 7
Hardware 6
Interfaces (workstation-server 3
communications or networking)
Database configuration 1
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Table 4-3. Classification of Incident Types

E CAD RMS SAN SNA Workstation- Human or
* E (H/W) | (H/W) | Gateway | Server procedure error
g =2 ° o en (H/W) communication
= g | 5| 8| % | &
2 |£|2]|2|S|5
— = = =4 o
: | 3|22 <
3 A
a
(System went live and the acceptance test period started on 23 Sep 2003.)
B1 023 | x Northrop
Grumman
B2 0.08 X
B3 0.28 X Northrop
Grumman
B4 0.45 X
B5 0.25 X X
B6 0.12 X X
B7 0.62 X
BS 0.25 X
B9 4.38 X X
B10 | 0.98 X X
(System was accepted on 1/2/2004)
Al 3.18 X Northrop
Grumman
A2 0.90 X
A3 12.0 X Northrop
0 Grumman
A4 5.00 X HP
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* S (H/W) | (H/W) | Gateway | Server procedure error
5 2 ° ) 0 (H/W) communication
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= E |2 2|93
: | 3|22 <
e A
a
AS 8.00 X HP
A6 2.75 X
A7 242 X

Incident B1 (9/24/2003). The outage was caused by an incompatible software upgrade and is not
likely to occur again if configuration requirements are carefully processed.

Incident B2 (9/30/2003). The outage was a software bug in an analysis program that is not critical
to call processing and dispatching. Portions of the program were temporarily disabled and are not
likely to cause future outage.

Incident B3 (10/2/2003). The outage originated from a bad network card at the backup SNA
gateway. This is regarded as a single point of failure. Unless fault isolation is considered,
whether in the architecture or at the application level, this kind of outage may happen again.

Incident B4 (10/8/2003). The outage was caused by a system deadlock for database transactions.
This was fixed with a code change.

Incidents B5 (11/5/2003) and B6 (11/7/2003) are the same kind of outage. CAD had more than
800,000 TCP packets pending transmission/retransmission from CAD to a remote workstation at
61 Riesner. This large amount of communications backlog caused CAD to go down. The
resolution was to limit the amount of data that could be requested at one time from each
workstation. Users needing large amounts of data would have to do queries outside of CAD; e.g.,
using SQL on database server. This problem should not occur again, but the root cause of CAD
ability to operate when large communications backlog happens may still be a problem. A better
understanding of capacity limits will help develop fault detection and performance monitoring
capabilities.

Incident B7 (11/10/2003). The outage was caused by an archive logging process error. This
problem should not occur again if the correct procedures are followed.

Incident B8 (11/16/2003). This was the only CAD hardware (memory module) failure.
Reoccurrence is dependent on the hardware reliability.

Incidents B9 (11/28/2003) and B10 (12/3/2003). Both outages had the same symptom:
incomplete transactions between RMS and CAD or the failure of RMS to report completed
transactions caused the integrated database locked. Manual unlock was done by support
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contractors. Transaction process functions were examined and reengineered by Northrop
Grumman in conjunction with Oracle. The root cause, bad memory modules in RMS, was
identified, and all memory modules in RMS were replaced by HP. Reoccurrence of the problem
is dependent on the hardware reliability.

Incident A1 (4/10/2004). The outage was caused by insufficiently allocated space in database,
and it was compounded by an inexperienced DBA on site. Database space was expanded and a
more experienced DBA is on site. This kind of problem is unlikely to happen again.

Incident A2 (4/25/2004). The outage was caused by a software bug (memory leak) in the CAD
application. This problem was fixed.

Incident A3 (5/10/2004). Improper system administration (database backup) caused system
outage for 12 hours. The contract system administrator has been replaced. This kind of problem
is unlikely to happen again.

Incidents A4 (8/8/2004) and A5 (12/1/2004) were both SAN hardware problems, causing
downtime 5 and 8 hours, respectively. This signified single-point-of-failure in the system
architecture.

The last two outages on 12/7/2004 and 12/14/2004 were both preventive maintenance.

Table 4-3 also shows that the primary CAD (CADB), as the central component interfacing many
devices, was vulnerable and thus its unavailability status caused some of the outages. Some
incidents did not start from CAD directly, but they still caused CAD to also be unavailable. The
system design should isolate CAD from being impacted by failures in other systems.

In addition to the outages, two other categories of problem resolutions were identified. This
included problems identified as minor and new requirements. These 61 problems were
documented in an SIRT (Software Incident Report Tracking) list and a change order list covering
the period from October 31, 2003 to December 17, 2004. The SIRT list provides a description of
each problem, estimated completion date, and resolution status. None of these problems were
serious enough to cause system downtime on the primary system. Most of them require only
system patches, documentation, or demonstration, while a few may need additional design. A
summary of SIRT problem types is shown in Table 4-4.

4.2 System Availability Calculations

The scope of service covering the Northrop Grumman agreement specifies a requirement of
99.9% system availability for the CAD and RMS systems. Hardware failures are excluded from
Northrop Grumman’s availability calculations. MITRE recommends that all major systems meet
or exceed 99.99 system availability. MITRE independently assessed the system availability based
on universally accepted definition.
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Table 4-4. Summary of SIRT Problems

Problem Type Count
Data entry/recording/display
Communication or data transmission
Address/location verification
Application error

Database configuration or management
System startup or switchover

Data edit check

GUI bug

Additional data required
Documentation

Data error

Erroneous messages
OS update

o
~

—_
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ol el Eaall NS A NS A LNS AR NS R RVSTRVS S RV, R RV ]

System availability is defined as a system (consisting of hardware and software) is operating
at any point in time, when subject to a sequence of “up” and “down” cycles. It addresses the
question of “How likely will the system be available in a working condition when it is
needed?” In this analysis, availability was evaluated by two standard measurements,
operational availability and inherent availability. The availability of the overall system will
be discussed first, followed by the computation for CAD, RMS, and SANs. There are two
sets of availability calculations based on two alternative views of the starting point of the
system life cycle: (1) starting from the system go-live date September 23, 2003; (2) starting
from January 3, 2004. All availability calculation results are summarized in Table 4-5. The
upper limits of availability for the 95% confidence level are shown in Table 4-6. The
purpose is to provide an objective basis for setting reasonable expectations of the system
availability. The percentages of uptime for individual months and days are presented in
Tables 4-7 and 4-8. Some relevant concepts and definitions can be found in Appendix C.

4.2.1 Availability of the Overall System

The operational availability® of the overall system starting from go-live is:

> This is similar to the availability defined in Section J of Scope of Services: CAD & RMS
Acceptance Test Plans, Page 9. But the downtime considered in this report is plain and
general: whenever the system is not operational, caused by either hardware or software
failure, users are experiencing downtime.
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A, = Total Uptime/ Assessment Period = 1- Total Downtime / Assessment Period = 0.9965

The total downtime includes all corrective repair times, preventive maintenance times, and delay
times caused by administrative and logistics processes.

The inherent availability of the overall system is:

A;=MTBF/(MTBF + MTTR) = 0.9970, where MTBF is Mean-Time-Between-Failure and
MTTR is Mean-Time-To-Repair.

Also known as Intrinsic Availability, the Inherent Availability 4; does not consider delay times
and preventive maintenance times.

4.2.2 Availability of CAD/RMS

The CAD/RMS availability is derived from incidents caused by problems with CAD/RMS.
Outages caused by other components of the system (e.g., SAN failures) are not included.

The calculation for the operational availability of CAD/RMS includes all outages except the last
four that were caused by SAN problems. The operational availability of CAD/RMS since go-live
is 4, =0.9980

In computing the inherent availability of CAD/RMS, incident A3 is not included, since it was
initiated by a system administration error that subsequently caused CAD to go down. The
inherent availability of CAD/RMS since go-live is 4; = 0.9991

4.2.3 Availability Since Acceptance

If the system life cycle is considered to start from the day after the system acceptance date, as
opposed to the system go-live date, then the start time of the assessment period is shifted to
January 3, 2004, and the first 10 items in Table 4.1 are not counted against the availability
calculation.

The operational availability of the overall system since acceptance is 4, = 0.9964

The operational availability after the acceptance is slightly worse than the operational availability
previously calculated for the entire period since the go-live date. The analysis of the outages prior
to the acceptance show that even though they were more frequent but were also much shorter (less
than an hour), than those that occurred after the acceptance period. One explanation for the
apparent difference in the recovery time is that both the system developer and the technical staft
might have been more expeditious for problem resolution during the Acceptance Testing phase.

After the system was accepted, the system formally moved from testing to maintenance. The
maintenance and support might be less agile than in the testing period. The records show certain
degree of failure to meet contingency, which was also compounded by the deficiency in the skill
set of the contractors. As a matter of fact, the majority of failures after the acceptance were either
caused directly or aggravated by human errors. Based on the interviews, the MITRE team
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believes the maintenance team is now more experienced. It is reasonable to believe that the worst
time is over; it is also a fair expectation to see reduced downtime in future outages.

There were only five outages after the acceptance. (A6 and A7 are outages for preventive
maintenance.) The inherent availability of the overall system since acceptance is 4; = 0.9970

It is a coincidence that the inherent availability of the overall system after the acceptance has
exactly the same four digits as the inherent availability before the acceptance.

Next, to calculate the availability for CAD/RMS, after the acceptance date, the three incidents (A1
to A3) are used to determine the operational availability calculation and the two incidents (A1 to

A?2) are used for the inherent availability calculation. Therefore, the estimated availability values
for CAD/RMS after acceptance are 4, = 0.9983 and 4; = 0.9997

The CAD/RMS availability after acceptance has improved largely because all of the outages
except one before the acceptance involved CAD/RMS, whereas after the acceptance, only less
than half were related to CAD/RMS.

4.2.4 Result Summary of System Availability

A summary of all availability numbers computed in Sections 4.2.1 through 4.2.3 is presented in
Table 4-5. As mentioned earlier, these statistical estimates are meant to provide a forward-
looking view of the likelihood that the system will be available at any point in time. The
percentages of uptime for individual months and days are shown in Tables 4-6 and 4-7.

Table 4-5. Results of System Availability With Different Assessment Periods

Suppose the system life cycle
started from the go-live date

(23 Sep 2003)

Operational Inherent

Availability Availability
Overall system 0.9965 0.9970
CAD/RMS 0.9980 0.9991

Suppose the system life cycle
started after the acceptance date

(3 Jan 2004)
Operational Inherent
Availability Availability
Overall system 0.9964 0.9970
CAD/RMS 0.9983 0.9997
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These estimates indicate that inherently the CAD/RMS system looks promising for keeping up
with the required 99.9% availability level, while the overall system may not achieve the same
level of performance. Other parts of the overall system other than CAD/RMS have negatively
impacted the overall availability. In order to provide uninterrupted services to end-users, a highly-
available CAD/RMS system by itself is not enough, since the past incidents have already shown
that it is susceptible to failures of other parts. Thus, it is recommended that efforts be focused on
raising the availability of other parts of the overall system, in particular the SANs, and in making
CAD/RMS more resilient to failures passed from these interfaces.

4.2.5 Confidence Level and Confidence Limit for Availability Estimates

Various expectations or industry norms for system availability may exist. This analysis
calculates availability based entirely on empirical data associated with true events.
Furthermore, standard statistical methods can also use the same set of empirical data to
calculate the upper limit for system availability given a desirable confidence level.

Details of confidence limit calculation are provided in Appendix C. The results for a 95%
confidence level are shown in Table 4-6, where 4, and 4; denote Operational Availability and
Inherent Availability, respectively.

Table 4-6. Confidence Limits of Availability With 95% Confidence Level

Assuming the system life cycle
started from the go-live date
(23 Sep 2003), the 95%
confidence limits are:

Overall system A,<0.9983 A;<0.9984
CAD/RMS A,<0.9995 A;<0.9995

Assuming the system life cycle
started after the acceptance date (3
Jan 2004), the 95% confidence

limits are:
Overall system A,<0.9984 A;<0.9990
CAD/RMS A,<0.9998 A4;<0.9999

The entry “Overall system 4, < 0.9983” means the following: If no major improvement is to
be made, we can predict with 95% confidence the operational availability of the HEC overall
system will be less than 0.9983. That means the overall HEC system will suffer at least 14.8
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hours of total operational downtime (both planned and unplanned) per year. Other entries
have similar meaning.

These confidence limits indicate that it would not be realistic to expect the availability of the
overall system to reach the 0.999 level. The CAD/RMS should achieve higher availability
calculations but will probably not reach the recommended 99.99.

4.2.6 Monthly and Daily Availability

The concept of monthly and daily availability has been used by some organizations for checking
against service level agreement. It no longer serves as an indication of the probability that the
system is in a working condition but reports the percentage of system uptime during a calendar
month/day. Dividing the continuous system operation into months and days will inevitably
change the calculated results’.

All monthly operational availability numbers after the acceptance date (3 January 2004) are
shown in Table 4-7.

Table 4-7. Monthly Availability (Percentage of Uptime) After Acceptance

Month Overall System CAD/RMS SAN
2004-Jan 100 100 100
2004-Feb 100 100 100
2004-Mar 100 100 100
2004-Apr 99.43 99.43 100
2004-May 98.39 98.39 100
2004-Jun 100 100 100
2004-Jul 100 100 100
2004-Aug 99.33 100 99.33
2004-Sep 100 100 100
2004-Oct 100 100 100
2004-Nov 100 100 100
2004-Dec 98.23 100 98.23
2005-Jan 100 100 100

% This is similar to the availability defined in Section J of Scope of Services: CAD & RMS
Acceptance Test Plans, Plan 9. But the downtime considered in this report is plain and
general: whenever the system is not operational, caused by either hardware or software
failure, users are experiencing downtime.
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After acceptance, all daily operational availability numbers are 100%, except for the following
days in Table 4-8:

Table 4-8. Daily Availability (Percentage of Uptime) After Acceptance

Day Overall System CAD/RMS SAN
2004-04-10 86.74 86.74 100
2004-04-25 96.25 96.25 100
2004-05-10 50.00 50.00 100
2004-08-08 79.17 100 79.17
2004-12-01 66.67 100 66.67
2004-12-07 88.54 100 88.54
2004-12-14 89.93 100 89.93

4.2.7 System Availability Enhancement

MITRE assessed methods to improve system availability given the less than desirable availability
results of the overall system. In addition, while the CAD/RMS is close to meeting the 99.9
availability requirements, MITRE recommends an availability of 99.99. Thus, two methods to
increase system availability were assessed. They included:

e Increasing reliability by acquiring more reliable components and also make service
delivery more reliable. This method increases the MTBF.

¢ Increasing maintainability by performing repairs and maintenance work more
efficiently and effectively. This method shortens MTTR.

In general, improving MTTR has better leverage than improving MTBF for increasing the system
availability. The assumptions and formulas for this analysis are contained in Appendix C. Figure
4-1 shows the progressively estimated MTBF for the system calculated after each incident cycle.
This chart indicates that the MTBEF is getting better (longer) but is not yet reaching a steady state,
thus, implying that the integrated HEC system has not passed the so-called “infant mortality”
stage. As long as the MTBF continues to get longer, then the system reliability will continue to
improve. A steady state will be achieved as the system matures.
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Figure 4-1. Progressive Point Estimates of MTBF

Based on the fact that the MTBF (or the failure rate) of the various subsystems has not reached a
steady state, the frequency of the outages will generally be reduced even without major upgrades
to the system. However, this statement is not true when assessing the system’s MTTR trends. For
the short run, the most urgent need is to improve the maintainability, such as having an adequate
and better-trained support staff. A required strategy is to amend all identified weak points in the
system and infrastructure, particularly, the single points of failure identified in Section 3. This
will improve the overall system availability by:

e Reducing the vulnerability to system-wide failure and consequently increase the uptime.
e Providing automatic switchover to the backup and thus effectively reduce the downtime.

The HEC incident report shows that 6 out of 15 system failures since the system went live
involved human or procedural errors, and they account for 78% (32.08 hours / 35.73 hours) of the
total unexpected outage downtime. The outage history indicates that, not only did the
maintenance staff from Northrop Grumman and HP make mistakes; they also seemed to
complicate the problems further resulting in a very slow recovery of the system. Some problems
leading to human errors may have been intrinsically difficult. Nevertheless, improvements in the
skill level of the maintenance staff may help to increase the MTTR and, thus, improve the
availability of the system.

4.3 Workload and Performance Assessment

The MITRE team observed the operations of the CAD system during several on-site visits and
interviewed management staff, call takers, and call dispatchers to discuss system performance.
During these discussions, concerns were raised about the performance of the system during busy
time periods and when upgrades were made to the system. In order to attempt to determine
whether the workload of the system impacted system and performance, call volume statistics and
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data were gathered. This data identified call volume statistics handled by the various departments
for the period of January 2004 to December 2004. A secondary analysis was to try to determine if
the demand level pointed out a probable cause for some of the system outages that occurred at
HEC.

System performance can be affected by the amount of demand using the system. There are three
major types of demands that require system resources and may contribute to component wear out
and cause degradation in system performance. These three types are:

(1) 911 (including 10-digit calls) call volume statistics.
(2) Call takers and dispatchers use of the CAD systems.

(3) Police and Fire/EMS units and stations that have to respond to the dispatching
assignments and make information queries.

Among those three types of demands, only the call volume statistics has data available for each
hour during the assessment period. A more useful demand data will be the staffing level records
(how many call takers and dispatchers are connecting to the system at each hour), which
corresponds to the second type of demands. A series of charts of call volume data are presented in
Appendix D. As an example, Figure 4-2 shows the chart for November 2003 (prior to the
acceptance). The purpose of the analysis is to determine whether there is any correlation between
call volume and outage occurrences. Each chart covers a one month interval within the
assessment period. The call volume value includes all calls for Fire, EMS, and Police events.
Each data point is the call volume for the corresponding hour. Each triangle on the chart indicates
the start time of one of the seventeen outages since the system went live.

2003/11 All Calis

Calls

ﬂhmw‘

1 40 79 118 157 196 235 274 313 352 391 430 469 508 547 586 625 664 703
Hour

Figure 4-2. Call Volume Statistics and Qutages
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The analysis of the data from the charts concludes that none of the outages correlate with a spike
or surge of the total 911 call volume. Using separated department-wise’ call volume data, there is
still no evidence of correlation between system outages and the volume of either Police calls or
Fire/EMS calls. Although a careful analyst may sometimes look further into the fluctuation and
variation of the raw data to extract hidden patterns, observations obtained from the plain call
volume data deemed further analyses unnecessary. MITRE concludes that the call volume data
by itself, does not show impact on the outages.

The MITRE team attempted to gather performance statistical data at various levels to make a clear
determination or root cause analysis of system performance.

Figure 4-3 identifies our approach to the end-to-end performance analysis effort. By taking this
approach, the team planned to gather performance data at each layer of the subsystems, and then
correlate the data to make an accurate assessment of potential system performance issues.

The HP Systems Insight Manager was not adequate for the performance analysis because it was
not completely configured. The team was able to use UNIX level command scripts to gather
performance data on the CAD and RMS servers in order to conduct a performance analysis for
these two subsystems. Figure 4-4 summarizes CPU utilization for a specific snapshot period.

"Individual charts for Police calls and Fire/EMS calls are not included in this report, but they
have been inspected and led to the same conclusion.
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Performance Analysis Scope

Performance Analysis

Toolkit

Results

Application Layer

(CAD, RMS)

Transaction Response Tool

Tool turned off; Monthly data
from Altaris Command Stats

Database Layer

Oracle Enterprise Manager

Tool not available; Data from
DB Data Status Reports

Hardware / Operating System
Layer

Unix Perf; Tools
HP System Insight Manager

New intall of Insight Mgr; Used
Unix tools to snapshot perf.

Network Management Layer

OPNET NetDoctor

Perf. Data captured and
analyzed

Telecom Infrastructure

Network Sniffer

Perf. Data captured and
analyzed

Figure 4-3. Performance Analysis Layers
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System Utilization - Snapshot

100.00%

90.00%

80.00%

70.00% -

60.00%

50.00% -

40.00%

30.00% -

20.00%

10.00% 1

0.00% — z 7 A A h—— -/ e g
’ 10:05 AM | 10:14 AM | 10:22 AVI| 12:00 PM| 12:05 PM| 12:10 PM| 12:15 PM| 2:00PM | 2:05PM | 210PM | 2:15PM | 3:00PM | 3:05PM | 3:10PM | 3:15PM

—+—CADB | 49.70% | 14.00% | 21.20% | 18.20% | 1270% | 17.90% | 34.40% | 1340% | 20.10% | 20.40% | 34.60% | 37.40% | 2500% | 37.70% | 66.30%

—=—CADA| 360% | 060% | 060% | 070% | 060% | 050% | 1.00% | 200% | 100% | 0.70% | 200% | 270% | 1.00% | 0.70% | 1.90%
RVSA| 160% | 180% | 200% | 1.10% | 090% | 080% | 090% | 120% | 1.10% | 1.00% | 080% | 140% | 0.80% | 1.50% | 0.90%
RVEB| 360% | 7.70% | 130% | 320% | 180% | 260% | 260% | 270% | 2.80% | 250% | 150% | 550% | 1.10% | 1050% | 12.10%

‘+CADB —=— CADA RVISA RMSB‘

Figure 4-4. System Utilization — Snapshot

As evidenced in the above Figure, for this specific snapshot, the CADB systems’ (primary
production environment) CPU utilization increased to over 48% in the early morning
(approximately 10:00 am), returned to an average range between 13%-34% for the mid-day
period, then increased to over 66% utilization towards the latter part of the day (approximately
3:15 pm). Unfortunately, because no other performance data is available for either the
Application Layer or the Database Layer during this period, we are unable to perform any root
cause of the increases in the CPU utilization.

Northrop Grumman provided summarized data corresponding to the command response time
statistics in task category “Check response time of CAD commands,” see Section 4.6. For each of
the 464 